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ABSTRACT

Image Phase Alignment Super-sampling (ImPASS) is a computational method for combining dis-
placed low-resolution images into a single high-resolution image. The general steps include measuring
the relative displacements, up-sampling, aligning and combining the images, followed by a blind
deconvolution. Previous ImPASS studies have shown that the resulting image resolution can signifi-
cantly subceed the diffraction limit of the imaging system. Characteristics that potentially limit the
processed image resolution include optical parameters, detector noise, image alignment accuracy, or
deconvolution parameters. In this report, modifications have been made to the algorithm to improve
the image alignment accuracy and deconvolution. Applications of the modified algorithm improved
image resolution by a factor up to 1.81. Compared to the original image resolution, the modified
ImPASS achieved a resolution improvement factor up to 4.41 while subceeding the diffraction limit
by a factor of 2.57. This suggests that limitations imposed by the physical properties of the system
have not yet been reached, and further improvement of the algorithm is warranted.

1 Introduction

Image Phase Alignment Super-sampling (ImPASS) belongs in a class of computational imaging methods that convert a
sequence of comparatively low-resolution images into a single high-resolution image. The low-resolution frames are of
static scenes, but vary by sub-pixel translations in the image plane. These sub-pixel displacements provide information
necessary to reconstruct the high-resolution scene. The processing steps generally consist of aligning, combining,
and deconvolution. ImPASS [[]] is unique among these approaches in that this algorithm uses Phase Correlation for
the alignment step, and SeDDaRA (Self Deconvolving Data Reconstruction Algorithm) [2] for the deconvolution
step, as depicted in Figure [T} In previous study, application of ImPASS to lab images improved image resolution
by a factor of 3.2 whereas resolution subceeded the diffraction limit of the system by a factor up to 2.63. [3] The
resolution improvement factor is expressed as the ratio of original image resolution over the processed image resolution.
Applied to microscope image sets, resolution was improved by a factor 2.68 and 1.79 times below the diffraction
limit. These values far exceed performance of similar computational methods that have reported quantitative resolution
measurements. [4]

Image resolution is limited in an optical imaging system primarily by the diffraction limit as defined by the diameter of
the front aperture, and the sampling limit as determined by a pixel size in the imaging plane. Microscopy methods that
capture image resolution beyond the diffraction limit are generally referred to as super-resolution. [5] As discussed
in reference [4], computational methods that produce resolution below the pixel size have had multiple designations
including ‘super-resolution’, ‘geometric super-resolution’ and ‘shift-and-add’. The term super-sampling [6] is used
here to differentiate the computational methods from the super-resolution microscopy terminology.

The two primary applications for super-sampling are microscopy and remote sensing. For microscopy, engineering
limits put the optical plane resolution limit at around 250 nm. Customized methods such as STED, STORM, [7]]
Structured Illumination Microscopy (SIM), [8] and Fourier Ptychography [9] have been developed to subceed this limit,
but require active illumination methods and additional optical elements. In contrast, super-sampling requires only a
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Figure 1: Graphical depiction of the ImPASS algorithm. A sequence of displaced low-resolution images with non-
integer translations are up-sampled, aligned, and combined, forming a seemingly blurry single image. Application of
SeDDaRA deconvolution produces a high-resolution result. (Image Source: Author)

translation stage and can be used with any illumination method, providing wide-application and a reduction in costs.
Remote sensing via satellite is hindered as higher resolution requires larger apertures, but larger apertures cannot be
accommodated due to weight and size restrictions. Super-sampling could be employed for remote sensing using a small
array of telescopes, or a single scanning telescope.

Many super-sampling studies have used Phase Correlation image registration (PC) in combination with other deconvolu-
tion methods. For example, in 2005, Young et al [12] used PC coupled with an Error-Energy Reconstruction algorithm.
The survey by Shah et al in 2012 described PC in combination with various regularization methods, such as total
variation. In 2025, Brewer used the combination of PC and Lucy-Richardson Deconvolution for application to
microscopy.

In this study, modifications have been made to ImPASS in the hope that greater resolution can be achieved. Two
modifications were made to the registration process such that the sub-pixel location of the correlation peak, which
determines the translational differences in two similar images, is determined with greater accuracy. In addition, a change
was made to the deconvolution step producing an improved resolution without additional artifacts. These changes are
applied to previous imaging sets to gauge improvement in the process.

2 Phase Correlation

Phase correlation [[10] is a conventional image registration method with an extended history. [15] Translated images of
a static scene are related by

Ii(m,n) = I.(m — Az,n — Ay). (1)

where images I.(m,n) and I;(m,n) have a non-integer translational difference of (Az, Ay). According to shift
theory, [[16] application of a Fourier transform to Equation [T| produces

Fy(u,v) = e {MATTAVE (4, v) )
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where (u,v) are the coordinates in Fourier space. As such, the translation differences appear as phase changes in
Fourier space and can be derived from the phase difference between the translated images. The phase component is
expressed as

(uAz+vAy) _ FC(U’ U)Ft* (u’ 1})
e = (3
|Fe(u, v) Fy (u, v)]

where ‘x’” represents the complex conjugate. This difference between the phase components of the translated images
appears as a sinusoidal pattern where the frequency and direction of the wave pattern provide information about the
alignment difference. Application of a second Fourier transform to the phase difference produces an array with a
correlation peak whose coordinates are (Ax, Ay). Since this array is provided in a discreet array of pixels, the peak will
fall onto several neighboring pixels. As such, the accuracy of this image registration is dependent upon determining the
sub-pixel location of this peak accurately. There have been many papers devoted to this endeavor. In 2002, Foroosh [17]
provided an analytical model for subpixel registration and to produce a discreet estimate of the peak location. In 2003,
Takita [[18] applied a two-dimensional fitting function to the peak to more accurately determine the peak location. In
2008, Guizar-Sicairos evaluated three versions of improving accuracy by up-sampling the correlation peak. In 2016,
Ren [19] evaluated several methods concluding that Gaussian-based dual-side interpolation best fit their experiments. A
review of methods is provided by HajiRassouliha [20]. A comparison of these methods is beyond the scope of this
paper, however an earlier comparison of methods was presented by Reed in 2010. [21]

In contrast to these more sophisticated methods, I have had good success locating the sub-pixel location using the
computationally-efficient centroid function. [22]] After determining the maximum-valued pixel in the correlation peak
array I.,(m, n), the subpixel location is found using

Az = Cinn,—a ™ 11, 7) and Ay = Enny—a 1) )
ZmP—HL Igp(ma n) ZHP-HZ I(Z;p (m7 n)

m=mp—a n=yp—a

where the value a provides the size of the local search region, typically set to a = 2. [23] When p = 1, this equation is
the standard centroid. For p = 2, this equation is referred to as the centroid of squares, but non-integer values are also
possible, as discussed in Section 4.1.

Comparisons of different registration methods, and variations of those methods, are beyond the scope of this project.
Here the objective is to determine if an improvement in alignment accuracy results in increased resolution. This helps
determine practical limitations of ImPASS. If the improvement in accuracy alignment does not lead to improvement in
resolution, then the primary limitation may lie with the physical characteristics of the system, such as noise or optical
aberrations.

3 Error Reduction Model

Simulated data sets were created to test improvements in the image registration process. The process starts with a single
truth image having dimensions greater than 8208 pixels per side, where X? is shorthand for X x X pixels. The truth
images consisted of an aerial view of with the name ‘Kernen stetten 1968 ortho.jpg’ from Wikipedia of size 86392
pixels, nicknamed ’Kernen’, and a view of Earth from the Himawari weather satellite of size 110002 pixels. A 64-frame
sequence of images with size 5122 pixels was created with the following steps:

. Original image is shifted a single pixel in the Z and y dimensions.

. The image is center cropped to size 81922 pixels.

. The image is down-sampled by a factor of 2 in each direction four times to reach an image size of 5122.

. The image is saved as a single frame in the sequence.

| I S S

. The process repeats until 64 frames are created.

As such, the sets have a down-sampled factor of 16 with pixel shifts between frames being exactly 1/16th of a pixel.
Single frames of the down-sized image sets are shown in Figure [2]

4 Algorithm Improvements

Several modifications have been made to this algorithm since the previous ImPASS publication. [4]



Caron: Application of ImPASS for Microscopy

Figure 2: A single frame of the 16X down-sampled sequences from the Kernen set (left) and the Himawari set
(right). (Left Image Source: From https://www.leo-bw.de/kartenvergleich and available through the Creative Commons
Attribution 3.0 Unported license.)(Right Image Source: From Japan Meteorological Agency and is in Public Domain)

4.1 Centroid Power

In the previous version, INPASS used the standard centroid function to locate the sub-pixel location of the centroid
peak. To optimize this task, the value of p in Equation 4] was varied from 1 to 2.9 while applying the phase correlation
repeatedly to the two test sets. The measured displacements were compared to ideal values using the standard deviations
and maximum errors as metrics. The Kernen results are shown in Figure [3for the & and § axes as a function of the
centroid power p. The plot shows that the error is minimized for values near p = 1.5 for shifts in the ¢ direction and near
p = 2 for . When applied to the Himawari set, the minimal points were between 1.8 and 2.2, making this optimization
dependent on the scene and orientation. The change from p = 1 to p = 2 in this case produced a significant 50%
reduction in error in the Z dimension and a 17% reduction in the y dimension. As such, p = 2, the centroid of squares,
is the new standard for this algorithm.

4.2 Multi-pass Phase Correlation

The second modification resulted from varying the designated control image of a sequence. In a typical application of
Phase Correlation image registration, one frame of the image sequence is chosen as the control image with translation
differences of other frames being measured in reference to that control image. As has been shown [15] 24], the
registration accuracy depends on the fractional shift, where smaller shifts produce increases accuracy. For example,
shifts that are off by 0.1 pixels can be registered with greater accuracy than when shifts are off by 0.5 pixels. To
demonstrate, a single application of Phase Correlation was applied to the simulated data sets with displacements
recorded as x4 and y4. The difference between measured and true values, x; and y;, were recorded as Axy = z; — 4
and Ayy = y; — yq. The total error for each registration is calculated using e; = \/A:rﬁ + Ayg. Figure@shows
the alignment error for the Kernen (left) and Himawari (right) sets as a function of the fractional distance from an
integer pixel shift, dg = \/(|z+] — ¢)® + (ly:] — y+)? where | ] rounds the value v to the nearest integer. A linear
relationship is apparent for each set. The Kernen set produces a slope of 0.073 error/distance while the Himawari set
presents a slope of 0.058 error/distance, suggesting that registration accuracy can be scene-dependent.

For multi-pass application of phase correlation, each frame takes a turn as the control frame. Given a sequence of
@ images, there are () applications of Phase Correlation producing () sets of displacements. These values can be
assembled into an array D(c, z) for each image axis where z is the frame index and c is the index of the control
image. This data is shifted to align the sets to a common control image, such as z = 0. For each ¢, I created an array
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Figure 3: Total displacement error for the Kernen set as a function of the centroid power. The data suggests that a
value of p = 2 will improve accuracy for Phase Correlation.

0.06 T T T 0.06 T T T
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
— 005 f----- oo - - - B e - — 005 f----- 1o e PREETES
) | 1 i v 1 1 1
o ! 1 \ L 1 ! I
2004 |----- R R SR 2004 f----- H— R —
—_ ! 1 1 — 1 1 1
o | : | o | | |
SAan: Lo____ L o ] i O [ e T o]
= 0.03 T ] r = 0.03 T ! r
9 1 1 1 9 1 1 1
*;‘U | 1 1 E 1 1 1
s 002 f----- L-g---- - ----- b----- 5 002 F----- 1-p- - 1= - oo b--- -1
o | | | o i | |
& 1 1 1 g 1 1 1
0.01 -9 0- Po--o o i Fommm 001 ----- Habnanas 1= P
1 1 1 1 1 1
1 1 1 1 1 1
O 1 1 1 O 1 1 1
0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8
Distance to nearest Integer (pixels) Distance to nearest Integer (pixels)

Figure 4: Total displacement error as a function of distance to integer pixel for the Kernen set (left) and the Himawari
set (right). The plots show that alignment errors increase as the fractional shift increases.
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Dyew(c,z) = D(c, z) — D(c,0). The average is taken using

Q-1
Dyin(2) =1/Q Y (D(c,z) — D(c,0)) (5)
c=0

to produce the final translation corrections.

The total errors derived from D f;,,(2) are displayed in graphs in Figure revealing that the linear dependence has been
removed. The maximum error has been reduced by a factor of 3.11 for the Kernen set and 1.44 for the Himawari set,
producing accuracy to 1/56th and 1/29th of a pixel, respectively. The average error diminished by a factor of 3.02 for
the Kernen set and 1.26 for the Himawari set.
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Figure 5: Total displacement error for the Kernen set (left) and the Himawari set (right). The additional processing
removes the linearity and reduces alignment error.

4.3 Deconvolution Noise Threshold

The third modification involves a change to the deconvolution method. After SeDDaRA extracts a point spread function
D(u,v), the processed image is calculated in frequency space using the pseudo-inverse function (also referred to as the
Wiener filter) using

G(u,v) D*(u,v)

F0 ) = D) + CaDune ©
where (u, v) are the coordinates in Fourier space, G (u, v) is the combined image and D, is the average of the absolute
value of D(u,v). The parameter Cy prevents the over-amplification of noise in the areas of the image where the signal
level is below the noise, typically set by trial error to be between 0.001 and 0.1. Instead of conventionally adding
C2Dgye in the denominator, this value is used instead as a threshold. Any values in |D(u,v)|? that are lower than
C5D 4y, are replaced by Co Dgy. The idea is that this change will prevent noise from below the threshold level from
adversely affecting the processing, while areas above the threshold are deconvolved by ideal inverse filter.

Figure [6] shows an x-ray of a Muscovy duck [2] and the SeDDaRA deconvolution. When the deconvolution was
performed with the original method, the full-width half maximum (FWHM) of the profile plot, represented by the
red line, was 4.19 pixels. With the new approach, the FWHM was 3.63 pixels, improved by a factor of 1.15, with no
apparent additional artifacts as a result.

S Application to Laboratory Image Sets

The modified ImPASS algorithm was applied to sets of laboratory images created in 2023 for a spectral study, where
the target was a USAF resolution chart placed on an XY translation stage. A machine vision camera with a 50 mm lens
captured each frame as the chart was moved in discreet steps around the object plane. The lens had a 650 nm filter with
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Figure 6: (Left) A digitized x-ray of a Muscovy duck. (Right) A SeDDaRA deconvolution of the image. The red
segment indicates the location where qualitative resolution was measured. (Source: Example image from NIH Image)

a bandwidth of 35.5 nm. The camera had a 1920 X 1028 pixel focal plane array where pixel size was 5.86% micrometers
in the image plane producing an angular resolution of 72.3 microradians. Each set consisted of 64 displaced images
where the total range of translation was 0.28 mm in the horizontal () dimension and 0.27 mm in the vertical (y)
direction.

The iris of the aperture was changed for each set, allowing the results to be compared to the diffraction limit of the
camera for a range of f-numbers. As the object was not placed at infinity, the effective f-number was calculated from

faters = (L+ [M])f# ©)
where magnification M was 0.0560.

The Abbe diffraction limit [25] is given by

0= N#ers/f ®
where f is the focal length and ) is light wavelength.

The original images were cropped to 540% pixels for easier processing, aligned using the new phase correlation
modifications, up-sampled by a factor of M, = 8 to 4320° pixels, and combined using averaging. SeDDaRA
deconvolution was then applied to the combined image using processing parameter values of RofI = 28 pixels and
C5 = 0.008. The radius of influence RofI limits the influence of noise in the extracted point spread function by setting
a threshold whereby all values below the threshold are set to 0. The parameter C5 appears in the denominator of the
pseudo-inverse filter to prevent noise amplification as shown in Equation 6}

Figure [7(left) shows a cropped version of an original image, revealing pixelization, from the laboratory set with
f-number of 6. The same region of the processed version, on right, shows significant improvement in resolution. The
bars in series 2 are fully resolved as are the horizontal bars of series 3, group 1. A processed image is produced for
each f-number setting. Resolution is measured using the slant-edge technique described in Reference [3]]. The graphic
arrow shows the location where the resolution measurement was taken. The results are plotted in Figure [8]alongside
resolution of the unprocessed images, the diffraction limit for this system, and the processed resolution acquired before
modifications to the process. The modifications produce significant resolution gain for all f-numbers.

As shown in Table [T} overall improvement of resolution ranged from 2.58 to 4.41. The f-number 19 set subceeded
the diffraction limit by a factor of 2.568. When compared to resolution measurements taken before the modifications
(2023), resolution was improved between 20% and 81% producing an average improvement of 43% and median value
of 37%.

6 Application to Microscopy Image Set

In reference [4], ImPASS was applied to a sequence of images of a resolution chart as captured by an Olympus Inverted
Fluorescence Microscope IX-83 with an Olympus UPlanFL 4x lens having a numerical aperture of 0.13. The Hammatsu
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Figure 7: Left image is a 153X175 pixel region of an original frame from the f# = 6 laboratory image set. Right
image is the similar region of the ImPASS processed image, showing much improvement in the resolution.
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Figure 8: Comparison of the previous and modified processed image resolution to the original image resolution and
Abbe’s diffraction limit as a function of effective f-number. The modified processing improved final resolution between
20% and 81% as compared to the previous iteration.

. .. . Prev. Proc. | Mod. Proc. | Orig./Mod. | Diff. Lim./ | Prev. Proc./
f eff Diff. Limit | Orig. Res. Res. Res. I%roc. Mod. Proc. | Mod. Proc.
2.96 0.038 0.261 0.109 0.0605 4.32 0.635 1.81
4.22 0.055 0.223 0.078 0.0560 3.95 0.972 1.38
6.34 0.082 0.230 0.078 0.0521 4.41 1.582 1.49
8.45 0.110 0.248 0.084 0.0645 3.84 1.703 1.30
10.56 0.137 0.261 0.088 0.0735 3.55 1.868 1.20
12.67 0.165 0.272 0.104 0.0832 3.27 1.979 1.25
16.90 0.220 0.342 0.142 0.1129 3.03 1.946 1.26
20.06 0.261 0.343 0.183 0.1016 3.38 2.568 1.81
23.23 0.302 0.376 0.199 0.1454 2.58 2.077 1.37

Table 1: Resolution values as a function of effective f-number. Columns 2 to 5 have resolutions in microradians for the
diffraction limit, unprocessed, processed using previous iteration, and processed with modified algorithm. Columns 6 to
8 are ratios of the various resolutions.
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ORCA-Flash 4.0 v3 camera had a focal plane array consisting of 2034 X 2042 pixels that measured 6.5 pm on each side.
The optical diffraction limit of the object plane was 2.50 microns. Using an XY translation stage, 80 slightly-displaced
frames were created with diagonal steps of 990 nm forming an ‘X’ pattern. These frames were cropped to 5322 pixels

and up-sampled by a factor of Mgg = 8. The unprocessed frames produced a resolution of 3.73 microns. The processed
result had a resolution of 1.39 microns, well below the diffraction limit.

The modified algorithm was applied to the set with the result shown in Figure[§] Application of the slant-edge resolution
measurement, marked by an arrow in Figure Qfright), found a resolution of 4.794 pixels or 0.974 microns. This is an
improvement of 3.83 times compared to the original, subceeding the diffraction limit by a factor of 2.571. The modified
ImPASS version produced 74% greater resolution than the previous iteration.
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o

Figure 9: Application of modified ImPASS to microscope set. The left image is a cropped 1282 pixel region of an
original frame showing the central region. The right image is a cropped 10242 pixel image showing the same region of
the processed image. The graphic area points to the approximate location where resolution was measured.

7 Application to MicroFilm Image Set

Application of ImPASS is not limited to resolution charts. Targets will have different distribution of spatial frequencies
requiring a change of reference image and SeDDaRA parameters. The SeDDaRA reference frame provides a model

frequency distribution with pixel-level resolution at the up-sampled image pixel size. Choosing a reference frame, given
limited study of this method, is accomplished by trial-and-error.

For demonstration, the resolution chart was replaced with a microfilm strip in the setup described in Section[5] The
microfilm has images of a Canadian newspaper, possibly from World War II. Thirty-two images were captured as the
XY translator was moved step-by-step in a diagonal pattern. The average step size was 0.172 pixels with a standard
deviation of 0.266 pixels. Figure [I0[left) shows the center portion of an original frame. The images were cropped to
5322 pixels, up-sampled by a factor of M, = 8, aligned, and combined. Using a digital image of a newspaper as the

reference image, SeDDaRA was applied to the combined image. The reference image was rotated 10.5 degrees to
match the rotation of the microfilm to reduce artifacts.

As shown in Figure [I0{right), the processed image is significantly improved. The ‘KLM’ can be read on the tail fin of
the airplane, the words "Canadian Bank of" and "may be purchased" can be read in the advertisement. For smaller fonts,
groups of letters can be identified, but the specific words cannot.

8 Comparison to Similar Methods

While there are a large variety of research articles on super-sampling, the majority have used qualitative measures
like Mean-square error (MSE), Peak signal-to-noise ratio (PSNR), and Structured Similarity Indexing Method (SSIM)
to gauge improvement. [26] These comparative metrics do not measure image resolution directly. Of the papers that
have, Stankevich [27] found a 1.49 times resolution improvement, while Brewer’s approach [14] measured a 1.40 times
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Figure 10: Application of modified ImPASS to a strip of microfilm positioned on an XY translation stage. The left
image is an original frame, cropped to a 1282 pixel central region. The right image is a processed 10242 pixel image
showing the same region. The ‘KLM’ logo can be identified in the processed image as well as words with larger fonts.

improvement. The ImPASS results significantly exceed these values, producing a 3.83 times improvement for the
microscope image, and up to 4.41 times improvement for the laboratory experiment.

ImPASS also compares favorably for application of Super-resolution microscopy (SRM). Less-expensive methods like
Pychtography and SIM are fundamentally limited to achieving a resolution that subceeds the diffraction limit by a factor
of two. [4] With the modifications, ImPASS achieved a resolution that was a factor of 2.57 times below the diffraction
limit, using a 4X objective lens. A logical next step is to test this algorithm on a system using a 40X objective or similar
to determine whether processed image resolution can subceed the 250 nm resolution barrier.

ImPASS should also be considered a viable alternative to laser-based methods such as STED and STORM. While these
methods can obtain resolutions that subceed the diffraction limit by a factor of 5, these methods can be orientation-
dependent, have variable applicability, may photobleach the sample, and expensive. The choice of illumination
wavelength is also limited. In contrast, InPASS can be used with any illumination wavelength and in combination with
other imaging methods such as confocal microscopy.

9 Conclusions

Three modifications have been made to the ImPASS algorithm since the 2025 paper. Two modifications were made to
the registration method. When applied to simulated sets with known displacements, alignment accuracy improved by
1.44 for one set and 3.11 for the second set. The third modification changed how the denominator of the pseudo-inverse
filter is applied for SeDDaRA. In a single application of SeDDaRA, this improved resolution by a factor of 1.15.

The modified ImPASS algorithm was applied to previous image sets to gauge improvement. Applied to the laboratory
image sets with varied f-numbers, the modified version improved resolution by a factor that ranged from 2.58 to 4.41 as
compared to the original image resolution, and subceeded the diffraction limit by a factor up to 2.568. The modified
algorithm improved resolution by a factor that ranged from 1.20 to 1.81 when compared to previous results. Applied to
the microscopy image set from article [4], application of modified ImPASS produced a resolution improvement of 3.83
while subceeding the diffraction limit by a factor of 2.571. The modified version improved resolution by a factor of
1.74 over the previous algorithm.

These improvements resulted from modifications to the registration process and the deconvolution method. This
demonstrates that previous results were not limited by image noise or the physical optical setup. There is no evidence
that these factors are limiting the current results. Improved super-sampling resolution can be achieved with improved
image registration. The phase correlation method used here achieved accuracy up to 1/56th of a pixel. Greater accuracy
may be obtained using active measuring of this quantity, at least in the case of microscopy where an interferometer
could measure displacements.

10



Caron: Application of ImPASS for Microscopy

Acknowledgments

The author appreciates the contributions from Dr. Giuliano Scarcelli and Dr. Jiarui Li with the Fischell Department of
Bioengineering, University of Maryland, College Park, MD, USA for donating the microscopy image sets used in this
study.

References

[1] J.N. Caron, U.S. Patent Pending, Application 19/010,135 (2025).

[2] J.N. Caron, N. M. Namazi, and C. J. Rollins, “Noniterative blind data restoration by use of an extracted
filter function,” Appl. Opt. 41, no. 32, 6884-6889 (2002).

[3] J. N. Caron, “Application of ImPASS to translated images produces image resolution below the optical
diffraction resolution limit,” AIP Advances 12, no. 4, 045305 (2022).

[4] J. N. Caron, “Application of super-sampling to microscopy images produces image resolution below
optical diffraction limit,” arXiv preprint arXiv:2508.21714 (2025).

[5]1 W.E. Moerner, “Nobel Lecture: Single-molecule spectroscopy, imaging, and photocontrol: Foundations
for super-resolution microscopy,” Rev. Mod. Phys. 87, no. 4, 1183-1212 (2015).

[6] J.M. Schuler and D. A. Scribner, “Increasing spatial resolution through temporal super-sampling of
digital video,” Opt. Eng. 38, no. 5, 801-806 (1999).
[7] J. Valli, A. Garcia-Burgos, L. M. Rooney, Be. Vale de Melo e Oliveira, R. R. Duncan, and C. Rickman,

“Seeing beyond the limit: A guide to choosing the right super-resolution microscopy technique,” J. Biol.
Chem., 297, no. 1 (2021).

[8] K. Samanta, and J. Joseph, “An overview of structured illumination microscopy: recent advances and
perspectives,” J. Opt. 23, no. 12, 123002 (2021).

[9] P. C. Konda, L. Loetgering, K. C. Zhou, S. Xu, A. R. Harvey, and R. Horstmeyer, “Fourier ptychography:
current applications and future promises,” Opt. Express 28, no. 7, 9603-9630 (2020).

[10] B.S. Reddy, and B. N. Chatterji, “An FFT-based technique for translation, rotation, and scale-invariant
image registration,” EEE Trans. Image Process., 5, no. 8, 1266-1271 (1996).

[11] J. N. Caron “Rapid supersampling of multiframe sequences by use of blind deconvolution,” Opt. lett. 29,
no. 17, 1986-1988 (2004).

[12] R. Driggers, K. Krapels, and S. Young, “The meaning of super-resolution,” in Infrared Imaging Systems:
Design, Analysis, Modeling, and Testing X VI, 5784, 103-106. SPIE (2005).

[13] A.J. Shah and S. B. Gupta, “Image super resolution-a survey,” In 2012 1st International Conference on
Emerging Technology Trends in Electronics, Communication and Networking, IEEE, 1-6 (2012).

[14] J. Brewer, M. Almasian, A. Saberigarakani, X. Zhang, F. Shi, and Y. Ding, “Resolution enhancement by
subpixel sampling and computational reconstruction,” Opt. Lett. 50, 2457-2460 (2025)

[15] X. Tong, Z. Ye, Y. Xu, S. Gao, H. Xie, Q. Du, S. Liu, “Image registration with Fourier-based image
correlation: A comprehensive review of developments and applications,” IEEE J. Sel. Top. Appl. Earth
Obs 12, no. 10, 4062-4081 (2019).

[16] J. Weng, “Image matching using the windowed Fourier phase,” International Journal of Computer Vision
11, no. 3, 211-236 (1993).

[17] H. Foroosh, J. B. Zerubia, and M. Berthod, “Extension of phase correlation to subpixel registration,
IEEE transactions on image processing 11, no. 3, 188-200 (2002).

>

[18] K. Takita, T. Aoki, Y. Sasaki, T. Higuchi, and K. Kobayashi, “High-accuracy subpixel image registration
based on phase-only correlation,” IEICE transactions on fundamentals of electronics, communications
and computer sciences 86, no. 8, 1925-1934 (2003).

[19] J.Ren, H. Zhao, J. Ren, and S. Cheng, “Sub-pixel motion estimation using phase correlation: comparisons
and evaluations,” International Journal of Intelligent Computing and Cybernetics 9, no. 4, 394-405 (2016).

[20] A. HajiRassouliha, A. J. Taberner, M. P. Nash, and P. MF Nielsen, “Subpixel phase-based image
registration using Savitzky—Golay differentiators in gradient-correlation,” Computer Vision and Image
Understanding 170, 28-39 (2018).

11



Caron: Application of ImPASS for Microscopy

[21] R.A. Reed, “Comparison of subpixel phase correlation methods for image registration,” Arnold AFB,
TN, USA, Final Report, No. AEDCTR10S7. 2010.

[22] M.R. Shortis, T. A. Clarke, and T. Short, “Comparison of some techniques for the subpixel location of
discrete target images,” In Videometrics III, vol. 2350, 239-250. SPIE, 1994.

[23] S. Campbell, “Comparison of the generalized centroid with Gaussian and quadratic peak localization
methods,” arXiv preprint arXiv:1807.08355 (2018).

[24] Z. Hrazdira, M. Druckmiiller, and S. Habbal, “Iterative phase correlation algorithm for high-precision
subpixel image registration,” The Astrophysical Journal Supplement Series 247, no. 1, pg. 8 (2020).

[25] E.B. Abbe, zur Theorie des Mikroskops und der mikroskopischen Wahrnehmung. Archiv fiir Mikroskopis-
che Anatomie, 9, 413-418 (1873).

[26] Y. Al Najjar, “Comparative analysis of image quality assessment metrics: MSE, PSNR, SSIM and FSIM,”
International Journal of Science and Research (IJSR) 13, no. 3, 110-114 (2024).

[27] S. Stankevich, M. Popov, S. Shklyar, K. Sukhanov, A. Andreiev, A. Lysenko, X. Kun et al, “Subpixel-
shifted satellite images superresolution: software implementation,” WSEAS Transactions on computers
19, 31-37 (2020).

[28] L. Galdén, J. Garcia-Sucerquia, G. Saavedra, M. Martinez-Corral, and E. Sanchez-Ortiga, “Resolution
limit in opto-digital systems revisited,” Opt. Express 31, no. 2, 2000-2012 (2023).

[29] Saxena, Manish, Gangadhar Eluru, and Sai Siva Gorthi, “Structured illumination microscopy,” Advances
in Optics and Photonics 7, no. 2, 241-275 (2015).

12



	Introduction
	Phase Correlation 
	Error Reduction Model
	Algorithm Improvements
	Centroid Power
	Multi-pass Phase Correlation
	Deconvolution Noise Threshold

	Application to Laboratory Image Sets
	Application to Microscopy Image Set
	Application to MicroFilm Image Set
	Comparison to Similar Methods
	Conclusions

